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Abstract: Learning to rank arises in many data mining applications, ranging from web search engine, online 

advertising to recommendation system. In learning to rank, the performance of a ranking model is strongly affected by 

the number of labeled examples in the training set; on the other hand, obtaining labeled examples for training data is 

very expensive and time-consuming. This presents a great need for the active learning approaches to select most 

informative examples for ranking learning; however, in the literature there is still very limited work to address active 

learning for ranking. In this paper, we propose a general active learning framework, expected loss optimization (ELO), 

for ranking. The ELO framework is applicable to a wide range of ranking functions. Under this framework, we derive a 

novel algorithm, expected discounted cumulative gain (DCG) loss optimization (ELO-DCG), to select most 

informative examples. Then, we investigate both query and document level active learning for raking and propose a 

two-stage ELO-DCG algorithm which incorporate both query and document selection into active learning. 

 

Keywords: Active learning, ranking, expected loss optimization. 

 

1. INTRODUCTION 

 

RANKING is the core component of many important 

information retrieval problems, such as web search, 

recommendation, computational advertising. Learning to 

rank represents an important class of supervised machine 

learning tasks with the goal of automatically constructing 

ranking functions from training data. As many other 

supervised machine learning problems, the quality of a 

ranking function is highly correlated with the amount of 

labeled data used to train the function.  

 

 

 

Due to the complexity of many ranking problems, a large 

amount of labeled training examples is usually required to 

learn a high quality ranking function. However, in most 

applications, while it is easy to collect unlabeled samples, it 

is very expensive and time consuming to label the samples. 

Existing algorithms for learning to rank may be categorized 

into three groups: point wise approach [8], pair wise 

approach [26], and listwise approach [22] 

 

 

 
Fig. Proposed Architecture 

 
2. MOTIVATION 

 

The main motivation for active learning is that it usually 

requires time and/or money for the human expert to label 

examples and those resources should not be wasted to 

label non-informative samples, but be spent on 

interesting ones.  

Optimal experimental design [12] is closely related to active 

learning as it attempts to find a set of points such that the 

variance of the estimate is minimized. In contrast to this 

“batch” formulation, the term active learning often refers to 

an incremental strategy [7]. 

http://www.ijireeice.com/


IARJSET  

 

 ISSN (Online) 2393-8021 
ISSN (Print) 2394-1588 

 

 

International Advanced Research Journal in Science, Engineering and Technology 

National Conference on Innovative Applications and Research in Computer Science and Engineering (NCIARCSE-2017) 

AGTI’s Dr. Daulatrao Aher College Engineering, Vidyanagar Extension, Karad 

Vol. 4, Special Issue 4, January 2017 

Copyright to IARJSET                                DOI   10.17148/IARJSET/NCIARCSE.2017.29                                                        102 

3. SCOPE OF SYSTEM 
 

The system can be used for the searching the documents 

based on the proposed work to achieve the better 

performance in document level clustering 

 

4. ACTIVE LEARNING FOR RANKING 

THROUGH EXPECTED LOSS OPTIMIZATION 

 

Active learning for ranking through expected loss 

optimization select most informative examples for 

ranking learning. In ranking represents an important 

class of supervised ma-chine learning tasks with the goal 

of automatically constructing ranking functions from 

training data [1]. 

 

Expected loss optimization As explained in the 

previous section, a natural strategy for active learning is 

based on variance minimization. The Variance, in the 

context of regression, stems from the uncertainty in the 

prediction due to the finiteness of the training set.  
 

Cohn et al. [7] Proposes to select the next instance to be 

labeled as the one with the highest variance. In the case 

of ranking, the input instance is a query and a set of 

documents associated with it, while the output is a vector 

of relevance scores.  
 

If the query q has n documents, let us denote by Xq=(x1 

…xn) the feature vectors describing these (query, 

document) pairs and by Y = (y1…yn) their labels. As 

before we have a predictive distribution P (Y|Xq, D,). 

Unlike active learning for classification and regression, 

active learning for ranking can select examples at 

different levels. One is query level, which selects a query 

with all associated documents Xq; the other one is 

document level, which selects documents xi individually. 

 

1 Query Level 
In the case of ranking, the ‖action‖ in ELO framework is 

slightly different than before because we are not directly 

 

Interested in predicting the scores, but instead we want to 

produce a ranking. So the set of actions is the set of 

permutations of length n and for a given permutation p, 

the rank of the ith document. The expected loss for a 

given p can thus be written as: ∫ 

 

Equation 1 
The next section will detail the computation of the 

expected loss where is the DCG loss. As before, the ELO 

principle for active learning tells us to select the queries 

with the highest expected losses: ∫ 

 

Equation 2 
As an aside, note that the ranking minimizing the loss (3) 

is not necessarily the one obtained by sorting the 

documents according to their mean predicted scores. 

This has already been noted for instance in [27]. 

2.2 Document Level 
Selecting the most informative document is a bit more 

complex because the loss function in ranking is defined at 

the query level and not at the document level. 
 

We propose a new approach for document level active 

learning. In our proposed method Documents in a 

collection are assigned terms from a set of n terms. The 

term vector space W is defined as: 

 

if term k does not occur in document di, wik 

= 0 

 

if term k occurs in document di, wik is greater than zero 

(wik is called the weight of term k in document di) 

 

Similarity between di and dj is defined as: 

∑ 

 

Equation 3 
Where di and dj are the corresponding weighted term 

vectors and |di| is the length of the document vector di. 
 

In our proposed approach we extend the Similarity measure 

for obtaining an expected loss. We calculate the expected 

loss incurred during computation of similarity between 

document di and dj. 

EL (di, dj) = 1 – (cos (di, dj)) 

 

We consider the less value of loss during computation for 

the better document matching. 

 

Feature of algorithm: 
1) Reduce labeling effort. 

2) Required less time and money 

 

Problem in algorithm: 
1) It perform ranking only on query not on document. 

2) It mixes two type of uncertainties, the one stemming 

from the noise and variance. 

 

5. OPTIMIZING SEARCH ENGINES USING CLICK 

THROUGH DATA 
 

Optimizing search engine presents an approach to learning 

retrieval functions by analyzing which links the users click 

on in the presented ranking. In this define what click 

through data is, how it can be recorded and how it can be 

used to generate training examples in the form of 

preferences? Click through data can provide training data in 

the form of relative preferences. Based on a new 

formulation of the learning problem in information retrieval, 

this derives an algorithm for learning a ranking function [7] 

 

Feature of algorithm: 
1) Click through data easily recorded and it required less 

cost. 

2) Each query assigns unique ID in query log with query 

word in presented ranking. 
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Problem in algorithm: 
1) No consideration for user personal preferences. 

 

Feature of algorithm: 
1) Reduce labeling effort. 

2) Required less time and money 

 

Problem in algorithm: 
3) It perform ranking only on query not on document. 

4) It mixes two types of uncertainties, the one stemming 

from the noise and variance. 

 

Feature of algorithm: 
3) Click through data easily recorded and it required less 

cost. 

4) Each query assign unique ID in query log with query 

word in presented ranking. 

 

Problem in algorithm: 
1) No consideration for user personal preferences. 

2) Ranking algorithms mainly based on similarity.  

Similarity between pages (Page Rank). 

 

6. ADARANK: A BOOSTING ALGORITHM FOR 

INFORMATION RETRIEVAL 
 

Adarank develop a new learning algorithm that can 

directly optimize any performance measure used in 

document retrieval. In document retrieval, usually 

ranking results are evaluated in terms of performance 

measures such as MAP (Mean Average Precision) and 

NDCG (Normalized Discounted Cumulative Gain). 
 

AdaRank algorithm can iteratively optimize an ex-

ponential loss function based on any of IR performance 

measures. AdaRank can be viewed as a machine learning 

method for ranking model tuning [5]. 

 

Feature of algorithm: 
1) High accuracy in ranking. 

2) Easy in implementation. 

 
Problem in algorithm: 
1) It does not improve ranking accuracy in performance 

measurements. 

2) It is not time consuming. 

 

7. SVM SELECTIVE SAMPLING FOR RANKING 

WITH APPLICATION TO DATA RETRIEVAL 

 

It produced practical applications in information 

retrieval. SVM selective sampling technique is used for 

learning ranking function. Selective sampling technique 

is to select the most ambiguous samples for ranking at 

each round, so that the users feedback on those samples 

will maximize the degree of learning. In this sampling 

technique significantly reduces the labeling effort to 

learn an accurate SVM ranking function and it apply 

method to data retrieval application [2] 

Feature of algorithm: 
1) SVM sampling reducing the labeling effort of 

informative sample. 

2) SVM achieve high accuracy. 

 

Problem in algorithm: 
1) Data pairs which are closed is more a ambiguous. 

2) For classification acquiring large number of training 

(labeled) data is expensive or hard. 

3) For classification acquiring large number of training 

(labeled) data is expensive or hard. 

 

Previous System Working Graph: 
 

 
Fig.1 

 

 
Fig.2 
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Fig.3 

 

Figures 1,2,3 shows the DCG comparison of document 

level ELO-DCG, variance reduction based document 

selection, and random document selection with base sets 

of sizes 2,4, and 8k shows that ELO-DCG algorithm 

outperforms the other two document selection methods at 

various sizes of selected examples. 

 

PROPOSED RESULT 
 

 
Fig.4 Proposed Graph for loss 

 

8. CONCLUSION 
 

We will investigate how to fuse the query level and 

document level selection steps in order to produce a 

more robust query selection strategy. Besides, we will 

also evaluate our active learning method upon different 

types of data. 
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